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Today’s Communication Network Using IMS Architecture
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Detection comes first

 When errors occur they lie latent until detected.

 The speed of detection determines the speed of recovery and hence the 
availability.

 Historical telecom systems were custom built and designed for high availability.

 Modern networks utilize COTS components that might not be designed for high 
availability.

 Different errors require different techniques to detect them quickly.

Techniques can be nested in scope and chronology.
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Reference Escalating Recovery Model
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Detection schemes ranked by steady-state probabilities
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H indicates high coverage: modeled as 0.9
L indicates low coverage: modeled as 0.5

HHL indicates: 
high coverage detection method, escalating to another high coverage 
detection method, that escalates to a low coverage detection method
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Detection Techniques

Detection techniques by speed
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 Many different detection techniques are well known in the industry.

 They have varying effectiveness, both in terms of completeness and speed.

 Some example combinations:

HHH: layer 1 protocol checker in hardware, then software protocol checker, then 
routine correcting audits.  Highest availability but requires hardware support.

LHH:  Rudimentary COTS detection, then software protocol checking, then routine 
correcting audits.  Typical of COTS, medium availability at best.
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Conclusion and Next Steps

 Escalating detection model allows analysis and consideration of design 
alternatives. 

 Availability is increased when high coverage extremely fast detection techniques 
are implemented.  These techniques have highest cost and frequently require 
hardware assist, which is not possible in COTS hardware.

 Compensating for fast low-coverage detection with slower higher-coverage 
techniques is not nearly as effective, but is sometimes necessary.

 Next step

 Extend the model to include other stages of recovery.
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www.alcatel-lucent.com
Thank you.
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Steady state probabilities for model

0.400.0010040.9989960.0002850.0007190.0003710.000348L H L

0.100.0006570.9993430.0000570.0006000.0003780.000222H L H

0.080.0007840.9992160.0000570.0007270.0003780.000349L H H

0.210.0016370.9983630.0002850.0013510.0003700.000981L L H

0.120.0005310.9994690.0000570.0004730.0003780.000095H H L

0.480.0008780.9991220.0002850.0005930.0003710.000222H L L
L: ci = 0.5;  H: ci = 0.9

0.020.0004860.9995140.0000110.0004750.000380 0.000095  c1, c2, c3 = 0.9

0.150.0006900.9993100.0000910.0005990.0003770.000222c1, c2, c3 = 0.8

0.390.0010900.9989100.0003080.0007820.0003700.000412c1, c2, c3 = 0.7

0.710.0017500.9982500.0007290.0010210.0003560.000665c1, c2, c3 = 0.6

1.080.0027350.9972650.0014230.0013120.0003320.000980c1, c2, c3 = 0.5

F/(D+R)Not Up
(1-W)

Working
(W)

Failed
(F)(D+R)Recovery

(R)
Detecting, D
(D1+D2+D3)


